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Abstract  Article Information 

Sign language is a way to communicate ideas and feelings to those who are hard 

of hearing. In this study, we suggested using AI to help hearing-impaired people 

communicate better. The study depends on the sign language word level of the 

Afaan Oromo text. The goal of this paper is to use a deep learning strategy to 

generate static word-level translations from signed words into equivalent Afaan 

Oromo texts. Afaan Oromo text is the system's final output, and video frames 

containing text in signed language serve as the system's input. Our study offers a 

thorough understanding of how YOLO-v9 functions and outperforms the earlier 

model. We collected literature, conducted an experiment, and used video data. 

Pre-processing tasks such as frame extraction, resizing, labeling, and data 

splitting using Roboflow are carried out in order to train our model. The system 

achieved a precision of 88.8%, a recall of 91.3%, an mAP of 92.7% at 0.5 IoU, 

and a score of 75.2% at 0.5:0.95 IoU. In general, our model is usable for our 

community, who can read Afaan Oromo texts, and the visually impaired to 

recognize Afaan Oromo, because many people cannot hear and understand the 

signs. 
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INTRODUCTION  
 

Communication is crucial in today’s world because 

it enables both us and others to comprehend 

information more quickly and properly (Núñez et 

al., 2023). However, deaf and dumb people find it 

extremely difficult to interact with regular people 

(Imran et al., 2024). They convey their message 

using sign language, which is a combination of 

gestures, orientations, movements of hands, arms, 

or body, and facial expressions, but not every 

normal person can understand that language  (Bhat 

et al., 2022; Farooq et al., 2021). Sign language can 

be recognized using either of the two approaches. 

The first one is through the hardware-based system. 

In this approach, the user is required to wear gloves. 

The second approach is the vision-based approach, 

where the gesture is recognized using the concept 

of computer vision (Núñez et al., 2023). In 

Ethiopia, Oromo is the most important national 

language, which is used in trade (Dinsa, 2007; Das, 

Abebe, et al., 2024), education (Fikadu, 2020), 

health (Fikadu et al., 2025; Meng et al., 2020), local 

government, and the mass media  (Dinsa et al., 

2024b). The Afaan Oromo is one of the official 

languages of Ethiopia. It is native to the Oromia 

region of Ethiopia. 

It has characters, like vowels, double 

consonants, and consonant phonemes, i.e., sounds 

that make a difference in word meaning (Dinsa et 

al., 2024a). The combinations of those are the basis 

of the language, giving us phrases, clauses, and 
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sentences (Fikadu et al., 2019). However, 40% of 

Ethiopians speak Afaan Oromo, unless 

between 335,000 and 1 million Deaf individuals are 

in the country (Dulume et al., 2022; Garoma, 2024). 

Sign language, a sophisticated, visually focused 

language that is as expressive and nuanced as any 

spoken language, is central to the culture of deaf 

people (Bhat et al., 2022).  Sign languages use body 

postures, facial emotions, hand forms, and 

movements to transmit messages (Pathak et al., 

2022). Every nation, or even a region within a 

nation, has a unique sign language (Weldemikael, 

2020). In the absence of hearing people, sign 

language is an effective tool that offers a channel 

for artistic expression, education, and cultural 

preservation in addition to communication (Negash 

et al., 2023; Fikadu et al., 2025). The objective of 

our experiment is to help those people who are 

unable to hear and unable to speak to make 

conversation with other normal people (Abdalla et 

al., 2020).  
 

Statement of the problem 
 

In Ethiopia, when hard-of-hearing people talk in 

sign language, many people can’t understand them. 

Even if hearing-impaired people have the problem 

of writing and reading Afaan Oromo text, by using 

new technology, we can minimize all these 

problems.  
 

Research Question 
 

 

Our research question is, “How can we design a 

system that supports equal communication and 

participation? So, the objective of this work is to 

use the AI method to improve communication 

barriers between deaf and hearing people in those 

communities that can speak and write the Afaan 

Oromo. We have proposed a model that can 

recognize and detect static sign gestures by 

converting them into corresponding words.  
 

 

 

 

 

MATERIALS AND METHODS 

The first step was collecting the videos of data for 

54 words in a way that helped us extract all the 

necessary information for Oromo signed language. 

The second pre-processing step is using Roboflow 

tools to label, augment, and export the data directly 

in the format of YOLOv9. For extraction, the frame 

of the video using OpenCV-Python has the option 

for creating image sequences from the video, and 

then, after extracting the frame, labeling frames is 

conducted by using LabelImg annotation tools to 

label manually. Once a box is created, the data 

regarding its position is stored in a .txt file. By using 

Roboflow, the data was separated into 70% for the 

training set, 20% for validation, and 10% for test 

images. The dataset consists of images 

in .jpg format and .txt format. Box coordinates 

must be normalized between 0 and 1. These *.txt 

files include annotations of bounding boxes of signs 

in the YOLO format. 

Modern deep learning techniques concentrate 

on creating the best possible goal functions to 

ensure that the model's predictions are as close to 

the ground truth as possible (Chen et al., 2024). As 

shown in Figure 1, a suitable architecture that can 

make it easier to gather sufficient data for 

prediction must be created in the meantime 

(Kodandaram et al., 2021). In several domains, 

including computer vision, language processing, 

and speech recognition, deep learning-based 

models have proven to perform significantly better 

than previous artificial intelligence systems (Liau, 

2021). Strong competitiveness has been 

demonstrated by the YOLOv9 (Imran et al., 2024), 

which was created by integrating PGI and GELAN. 

When compared to YOLOv8, the deep model's 

superior design enables it to cut the number of 

parameters by 49% and the number of calculations 

by 43%. On the MS COCO dataset, there is still a 

0.6% AP improvement, nevertheless. As shown in 

Figure 1, this model incorporates the special 

integrated structures to assess and identify spoken 

language translation systems in signed languages. 
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Figure 1. Architectural diagram of the proposed system 

YOLOv9 architecture  
 

As shown in Figure 1. YOLOv9 optimizes feature 

extraction and prediction by introducing significant 

improvements to its head, neck, and backbone 

components (Wang et al., 2024; Imran et al., 2024). 

The model strikes the ideal balance between 

detection speed and accuracy by using the most 

recent developments in activation functions, 

normalization approaches, and layer design (Imran 

et al., 2024). 
 

Training the Model 
 

From the total of 4066 images, 2.8k images are for 

training purposes, and in the validation set, 816 

images are for training. For testing the model, two 

types of testing were used, namely, testing of image 

data and video data. In the image testing, we have 

used 408 images from this image; several are 

detected. At the end of the testing, a comparison of 

the detection results with the ground truth will be 

carried out, creating a confusion matrix to obtain 

accuracy, precision, and recall. In this, the mean 

average precision is used to evaluate the sign 

detection task. In video testing, detection will be 

performed on each frame of the video data (Liang 

et al., 2023). 

 

RESULTS AND DISCUSSIONS 

    Results 
 

In this study, we assemble the YOLOv9 model to 

recognize and detect signed Afaan Oromo from our 

dataset. In Figure 2, to evaluate the effect of the 

proposed model, we used recall, precision, and 

mAP to quantitatively analyze our model. 

 

Figure 2. Performance of the proposed model 
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Inference  
 

Testing is conducted with images, webcams, 

and videos. For inference, we invoke those 

weights along with a conf. Specifying model 

confidence and an inference source. The 

source can accept a directory of images, 

individual images, video files, and also a 

device's webcam port (Negash et al., 2023; 

Imran et al., 2024). After the detection is 

complete, the predicted bounding boxes that 

cover the objects will be drawn into the image. 

They were saved in the same folder containing 

results from the training phase. 

Confusion Metric  
 

According to Chen et al. (2024), the mean 

average precision (mAP) and average precision 

(AP) metrics are used to assess the 

effectiveness of sign language detection and 

localization (Padilla et al., 2021). Average 

accuracy (AP) values are computed as the mean 

of recall values between 0 and 1. As presented 

in Figure 3, the confusion matrix, intersection 

over union (IoU), recall, and precision 

measurements serve as the foundation for the 

AP formula. 

 
Figure 3. Confusion matrix 
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Discussions 
 

After thorough analysis, the static gestures were 

trained on YOLOv9, as presented in Fig. 3, which 

implies that as training went on, the model learned 

and enhanced its capacity to identify and categorize 

items. The researcher (Olkeba & Worku, 2021) 

recognized Amharic characters using Faster R-

CNN and SSD. The researcher (Bedaso & Hussein, 

2024) accomplished a result in recognizing Afaan 

Oromo word signs by using AlexNet and - 

 

- GoogleNet. But, in our study, the proposed model 

used YOLOv9, which can localize and classify 

depending on the region of interest, then detect and 

recognize Afaan Oromo word level. 

A well-performing model is shown by the high 

precision, rising recall, and rising mAP values as 

presented in Figure 4. Nonetheless, the model 

would have profited from more training time. 

 
Figure 4. Visualization of validation rate 

 

The current study aims to enhance the effectiveness 

of Afaan Oromo word-level sign language 

translation by employing a deep learning model 

(Imran et al., 2024). As shown in Fig. 2, the model 

architecture to be trained with YOLOv9-c and the 

training process for 50 epochs were completed with 

92% accuracy. The application of deep learning 

techniques in sign language translation is still 

unexplored and nascent (Abdalla et al., 2020). 
 

CONCLUSIONS  
 

In this work, we adapted Afaan Oromo's signed 

word level to texts and highlighted the 

communication gap between deaf and hearing 

people. Translation studies in sign language are still 

being conducted. The basic idea of sign language 

communication for those with speech impairments 

is described, along with the challenges they 

encounter when there is no translator available. 

Thus, the project's objective is to create a sign 

language translator that will make it simple for 

them to communicate with non-signers.  

Sign language translation makes use of CNN and 

YOLOv9 ideas for face expression identification 

and hand gesture categorization. The model is also 

flawed in several ways. As shown in Fig. 4, the new 

sign gesture translation technology can identify 

gestures from videos in real time. All of the selected 

words were accurately predicted. There is general 

agreement that our model can and must be 

employed in designing a step toward expanding the 

availability of educational materials for our deaf 

community. This paper examined the application of 

artificial intelligence to facilitate spoken language 
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and Afaan Oromo sign language communication. 

The findings of the study demonstrate that artificial 

intelligence has progressed to the point where 

image recognition technology can now translate 

sign language into written text. Based on the proof 

of concept that we realized, it can be concluded that 

an application can be brought to the market that 

converts Afaan Oromo signed language into spoken 

or written text. The application then looks through 

the camera of a laptop or smartphone at the gestures 

that the gesture-maker performs and converts these 

into words using image recognition technology.   
 

Recommendations  
 

Based on the results and findings of this study, the 

researcher recommends that other researchers work 

on preparing more datasets for this specific 

language, two-way communication to translate 

signs to text and vice versa, and sentence-level 

translation as future work. 
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